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2 I ; 13-15 orders of Magnitude
SC lence |IS Scal N g — From Dennis Baldocchi 2010

Eons, 102 yr
Evolution of Life and the Formation of our
Atmosphere

Globe: 10,000 km (107 m)

Geological Periods, 106 yr Continent: 1000 km (10® m)
Evolution, Speciation, Extinction, Climate Regimes
Millennia, 103 yr

Species migration Landscape: 1-100 km

Century, 102 yr
Succession, Mortality, Soil Formation

Decadal, 10" yr

Competition, Gap-Replacement, Stand Dynamics
Changes in Soil Organic Matter

Canopy: 100-1000 m

Plant: T-10 m

Seasonal & Annual, 100 yr
Net and Gross Primary Productivity
Autotrophic and Heterotrophic Respiration and
Decomposition
Plant Acclimation
Mineralization and Immobilization

Leaf: 0.01-0.1 m

Stomata: 10> m

Seconds/Hours/Day, 10®to 1073 yr
Photosynthesis, Respiration, Transpiration,
Stomatal Conductance

Bacteria/Chloroplast: 10 m



The Data is Out There
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50-70%

» National and International Datasets
- USGS National Water Information System
- NOAA National Climatic Data Center
o FLUXNET Network
- Satellite data (e.g. MODIS)

» Local Datasets
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> Local Agencies | i S .

- Companies (e.g. T!mber) e ‘s Wﬂu}"h\\\\;
> Ecology Organizations :

o Individual Researchers .

CO2 assimilation (umol m-2 s-1) DOY: 160 Year: 2003
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Data Variety - The Spice of Life
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Svynthesis: BESS*

Big Science ! Hallelujah!
Big Science ! Yodelie Hoo!
Laurie Anderson

*Breathing Earth Science Simulator



What is ET ?

» Evapotranspiration (ET) is the release of
water to the atmosphere by evaporation
from open water bodies and transpiration,
or evaporation through plant membranes,
by plants.

» Climate change isn’tfust about a change
in temperature, it’s also about a change in
the water balance and hence water supply
critical to human activity.

From Dr. Youngryel Ryu’s science research proposal:

Evapotranspiration (£) is a major component of the terrestrial hydrological
cycle (ca. 60% of precipitation) [ 7renberth, et al., 2007]. It controls land-
atmosphere feedbacks and constitutes an important source of water vapor to
the atmosphere [Raupach, 1998]. In turn, atmospheric water vapor is the most
significant greenhouse gas and thus plays a fundamental role in weather and
climate [Held and Soden, 2000]. Understanding Eis important for socio-
economic reasons, such as regulating available water for human use
[Brauman, et al., 2007]. Thus, there have been diverse efforts to regularly
monitor £in a regional scale using satellite remote sensing imagery
[Anderson, et al., 2008; Diak, et al., 2004; Nishida, et al., 2003].
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Image courtesy of the
National Oceanic and Atmospheric Administration



http://www.atmos.uiuc.edu/earths_atmosphere/images/water_cycle/hydrologic_cycle2.jpg
http://www.noaa.gov/
http://www.noaa.gov/

Computing ET From Historical Sensor Data
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UL =2 DEPARTMENT OF
v&j WATER RESOURCES

SR ter Balance el
ET. Evapotranspiration or release of water to the 2000
atmosphere by evaporation from open water bodies
and transpiration by plants = 1500 s Tk
P. Precipitation including snowfall E Loon L « 2P 3
R: Surface runoff in streams and rivers = X ,E;I“-;.:i
- . - = = -'r --
dS/dt. change in water storage over time such as increase = soo f e
in lakes or groundwater levels ,gf--
. ,
. I:I 500 1000 1500 2000 2500
P. http://www.ncdc.noaa.gov/oa/ncdc.html Hea ldsburg Precipitation [mm]
R. http://waterdata.usgs.gov/nwis In Mediterranean climates such as

California, a long term equilibrium
may exist. The ecosystem determines

» Easy to do (with a digital watershed) ET by soils and climate and the lowest

recorded annual rainfall may
g Long term trends Only determines vegetation.

~400 MB of data reduced to ~1KB


http://www.ncdc.noaa.gov/oa/ncdc.html
http://waterdata.usgs.gov/nwis

Computing ET from First Principles
ARn + p, ¢,(89)gq R

___reference,
level

a

aerodynamic
resistance

ET =

(A+y(1+ga/9s))A

surface

Penman-Monteith (1964)

ET = Water volume evapotranspired (m3 s-! m~2)

A = Rate of change of saturation specific humidity with air temp.(Pa K1)

A, = Latent heat of vaporization (J/g)

R, = Net radiation (W m)

¢, = Specific heat capacity of air (J kg™ K1)

p, = dry air density (kg m-3)

0g = vapor pressure deficit (Pa)

g, = Conductivity of air (inverse of r;) (m s1)

g. = Conductivity of plant stoma, air (inverse of r,) (m s1)
y = Psychrometric constant (y~ 66 Pa K1)

» Lots of inputs : big reduction
» Some of the inputs are not so simple
» Many have categorical dependencies

(bulk) surface
resistance

Estimating resistance/conductivity
across a catchment can be tricky




Computing ET from Imagery, Sensors and Field Data

Not just a simple
matrix computation
due to dry region
leaf/air temperatures

St eememme-—~  differences, snow ke R
Cllmate cIa55|f|cat|on cover, leaf area fill, prgigte f AT
~TMB (1file) temporal upscaling, | e —— E Curated &=
gap fill, biome @}-- sensor |
conductance lookup, E"“"“““‘“"““"“ Lo dataset!
C3/C4 plants, etc etc %m f‘: = 30GB ¥

= 7
Refer symbols within Ra scheme = RS
and MODIS derived RE Ta, and 3
SR (960 files) ==

Vegetative clumping
~5MB (1file) FLUXNET
curated field dataset

2 KB (1 file)

NCEP/NCAR ~100MB NASA MODIS imagery archives
(4K files) 5 TB (600K files) for 10 US years



Satellites: MODISAzure



MODISAzure: Four Stage Image Processing Pipeline
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Data collection stage

- Downloads requested
input tiles from NASA ftp
Sites

> Includes geospatial
looku

a reprojected sinusoidal
tile

Reprojection stage

o Converts source tile(s) to

ir_lterm_ediat_e result
sinusoidal tiles

> Simple nearest neighbor
or spline algorithms

Derivation reduction

stage

> First stage visible to
scientist

o Computes ET in our initial
use

Analysis reduction stage

- Optional second stage
visible to scientist

- Enables production of
science analysis artifacts
such as maps, tables,
virtual sensors

for non-sinusoidal
tiles that will contribute to

lDownIoad
Queue

Source Imagery Download Sites

l

Source

MODIS Data Reduction Service

Metadata

Data Collection Stage

AzureMODIS
Service Web Role Portal

Reprojection
Queue

Reprojection Stage

[ et -

=2

Request
Queue os
L —— ,j_
7 3

Scientific
Results
Download

Science
results

Analysis Reduction Stage

—

Reduction #1
Queue

Reduction #2
Queue


http://research.microsoft.com/en-us/projects/azure/azuremodis.aspx
http://research.microsoft.com/en-us/projects/azure/azuremodis.aspx
http://research.microsoft.com/en-us/projects/azure/azuremodis.aspx

Determining What to Download

» Each product is either SWwath or [sinusoidal projection
> Sinusoidal are ready to use
> Groups of swath products must be reprojected to create a
sinusoidal tile
» NASA publishes a geometadata information for the two
Terra and Aqua satellites

» For each 5 minute swath data file (or granule) on the ftp
site there is a corresponding geometa file containing:
DayNightFlag indicating day, night or both; corner point
latitude/longitude; bounding coordinates

» We ingested all files (288 per day * 10 years * 2 satellites)
into a SQL database then paged the information into our
Azure ScanTimelList and GeoMeta Tables

» The dayScanTimelList in the ScanTimelList table identifies
all swath source file precursors for a given sinusoidal tile
and drives the download and reprojection

M*D04 | | Aerosol

M*DO05 | | Precipitable water

M*D06 | | Cloud

M*D07 | | Temperature, ozone
MCD43B* | | Albedo

M*D11 | | Surface temperature

M*D15 LAI
MOD13A2 | | Vegetation Index
MCD12Q1 | | Land Cover

MOD44B | | Veg. Contig. Fields

#Attributes PartitionK RowKey Timestamp betweenScanTimelist dayOfYear dayScanTimeList hindex nightScanTimelist satellite vindex year
Terra_2003_160 hoovo7 2/10/20107:33 160 2220/2355/ 0 1005/1010/1145/ Terra

(0]

2003



ftp://ladsweb.nascom.nasa.gov/geoMeta/README
ftp://ladsweb.nascom.nasa.gov/geoMeta/README

Tiling: Do Scientists have to
become Computer Scientists?
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Reprojection

- Converts one geo-spatial representation to another.

o Example: latitude-longitude swaths converted to sinusoidal cells.

Spatial resampling

> Converts one spatial resolution to another.

- Example is converting from 1 KM to 5 KB pixels.

Temporal resampling

> Converts one temporal resolution to another.

- Example is converting from daily observation to 8 day averages.

Gap filling

o Assigns values to pixels without data either due to inherent data
issues such as clouds or missing pixels.

Masking

> Eliminates uninteresting or unneeded pixels.

o Examples are eliminating pixels over the ocean when computing a
land product or outside a spatial feature such as a watershed.

Grunge means you're doing science

Source
Data

(Swath
format)

110"
® 100w 0'w
T
_ L
0 10 2 ]
Suface Tempersture (MODIS Swaths) DOY 130, 2003

Data ﬁ
(Sinusoidal
format -

Sinusoidal
US cells



MODISAzure: Architectural Big Picture (1/2)

L <PipelineStage>Job Queue <PipelineStage>JobStatus
¥ ' , , , Persist
3 > @5 T EIEE
<PipelineStage> MODISAZure Service l
Request (Web ROIQ) . .
Service Monitor a3 Parse & Persist <PipelineStage>Tas il
(Worker Role) |
lDispatch /
<PipelineStage>Task Queue
» ModisAzure Service is the » Service Monitor is a
Web Role front door dedicated Worker Role

- Receives all user requests - Parses all job requests into tasks
- recoverable units of work

: gueuels rquges'[r to atpprr]oprrlate - Execution status of all jobs and
ownload, Reprojection, o tasks persisted in Tables
Reduction Job Queue



All Work is Done by a GenericWorker

» Manages application sandbox

> Ensures all application binaries such as the

MatLab runtime are installed for “known”
application types

> Stages all input blobs from Azure storage
to local files

> Passes any marshalled inputs to uploaded

application binary

> Stages all output blobs to Azure storage
from local files

> Preserves any marshalled outputs to the
appropriate Task table
» Manages all task status

- Dequeues tasks created by the Service
Monitor

o Retries failed tasks 3 times
o Maintains all task status

» Simplifies desktop development and
cloud deployment

Poll Task

ueue
Q Create

Task

Table
/ Entry

) Stage
il Generic App

App
Outputs Worker Pls;lzti:‘:;m

Execute Stage

App App Files



Reprojection Service

Reprojection Request Job Queue iy ReprojectionJobStatus Sl ety g sediies 2
a s T mlmls ersist N PR 1 single reprojection job
l —tl — request
_ _ — a2 _ ReprojectionTaskStatus
Service Monitor E Parse & Persist - Each entity specifies a
(Worker Role) ;::J/ DU | single reprojection task
(i.e. a single tile)

Dispatch :
oints to
ScanTimelist Query this table to get

= | the list of satellite scan
times that cover a

: \ target tile
SwathGranule
: uery this table to get

w

Task Queue

\

Reprojection Data

Storage
. = . -’ﬁ“. -"ﬂl‘v -’ﬁl'v . ;’1;%

[ u &> &> 8> & —— geo-metadata (e.g.
) \ ) ' boundaries) for each

swath tile

GenericWorker

(Worker Role)
Download Source

Data Storage




Reduction Service (Only One Stage Shown)

Web Portal Job Request ReductionjobStatus Table
e~ e Job Queue
% — Persist
A | (eRoIe) l
ReductionTaskStatus Table
Service Monitor Parse & Persist
(Worker Role) -
glelspatch
Download Points to
Link to Results Task Queue . 3|3
/// \ Sinusoidal Land
-, =Rl = Source Storage
‘ 2 =B B wn
Reductlon Result Generchorker Reprojection Data

Storage (Worker Role) Storage



Pipeline Stage Interactions

» The Web Portal Role, Service Monitor Role and 5 Generic
Worker Roles are deployed at most times
> 5 Generic Workers are sufficient for reduction algorithm testing and
development ($20/day)

o Early results returned to scientist while deployin<k;| up to 93 additional
Generic Workers; such a deployment typically takes 45 minutes

> Deployment taken down when long periods of idle time are known
> Heuristic for scaling number of Generic Workers up and down

» Download stage runs in the deep background in all deployed
generic worker roles
> 10, not CPU bound so no competition

» Reduction tasks that have available inputs run preferentially
to Reprojection tasks

o Expedites interactive science result generation

> |f no available inputs and a backlog of reprojection tasks, number of
Generic Workers scale up naturally until backlog addressed and
reduction can continue

> Second stage reduction runs only after all first stage reductions have
completed

» Reduction results can be downloaded following emailed link
to zip file

Download

Reprojection

N



Costs for 1 US Year ET Computation

Source Imagery Download Sites

» Computational costs Request
driven by data scale U
L ——
and need to run 3 e Rl
reduction multiple Queue 1 Source
times Metadata
: ___Data Collection Stage Scientists
» Storage costs driven e B 400-500 GB E _AzureMODIS
by data scale and 6 —— 60K files S=2] Service Web Role Portal
- 10 MB 4 -
month project $50 upload 11 hours | . e B =i
duration $450 storage <10 workers Download
» Small with respect to —— e
the people costs N = s
even at graduate
student rates ! . Reprojection Stage [ Derivation Reduction Stage Analysis Reduction Stage
— 400 GB L8 5-7 GB / <10 GB
45K files — 5.5K files ~1K files
B Compute $420 cpu 3500 hours—' $216 cpu 1800 hours [r— $216 cpu 1800 hours
W Storage $60 download 20-250 $1 download 20-240 $2 download 20-240
B In workers $6 storage workers $9 storage workers
B GB Out . .
Reduction #1 Reduction #2
Queue Queue

Total: $1420



Sizing the 3 year MODISAzure Global Computation

» 194 sinusoidal cells, each covers 1.2x1.2 KM or 1T1M 5 KM pixels)
» 1.06 M reprojected tiles and 40.5K source sinusoidal tiles
» 8 TB (>10 M files) downloaded from NASA ftp

» Not all files are downloaded or reprojected at first (3 rapid retries)
attempt or actually available due to satellite outage, polar winter,
missing tiles, etc etc.

» 55 NASA download days (1) 112[3]4[5]6]7[8 Orlolllhz;hez}na; L 2212ﬁ124||252¢i27282930313233
] . 2 22 2 2 2 ) 2 2 2
» 150K reprojection compute g secas - == § B ;lz =
N AZENEERE Jiiiiiiiianaa OET
» 940 TB moved across Azure V1L 5 R S SR ENES T !
i RN 22 2 2 l 22 2 2 | 1123 271°
fabrlc :1 HEEREE 1 2 02 2 2 1 2 02 2 271 1 2 2 2 2_:‘_;
AR T4 P
» 10 download result days (est) i = e o =
. . 15 ~] o [ 1 il ahay 1
via IN2 bridge 16 ST
15 seconds on the Cray Jaguar (1.75 PFLOPs), mE s 5 5 ]

but On/y if we COU/dgEt the PB in us fluxnet  fluxtower global not used



Agility

US years 3-10

A

3 FLUXNET years

A

Cumulative
MODISAzure
billing ($39K)

Global scale lower resolution
1

B Compute Hours
B Data Transfer In {GB)
¥ Data Transfer Qut (GB)

W Storage (GB/month)

5000 400
4500 | 350
2 4000 ] .
0 O 300
5 -g 3500
2 & 2500 = 200
A |
£ % 2000 n 150
Q@ & 1500
O35 100
¢ 1000 M
500 f - 0
0 T T I T T rrrees 0
Q0.0 .0 0.0 .00, Q0 .0 0 QOO0 0 0 0 D V0 O O 0.0 0 0.0 .0.0.0
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NPOPONHIANICS QPO S BB AN A AV o o @ VP o
QT Q¥ Q¥ Q¥ Q¥ &7 O Q (NN GERN Q NEVEMGRVAEN VAN MR S N VS MRV MRN
= Compute Hours - Storage Transactions (in 10,000s) =——Data Transfer In (GB) = Data Transfer Out (GB) = Storage (GB/month)

Storage GB * 0.03
Data TransferIn/QOut

The computation changed over time while Azure just scaled



Predictability

» Performance varies over time:
rerunning the same task gives
different timings on different days

» Performance varies over space:
satellites are over the poles mao~-

often

T T T T T T T T T T T T T 1
01 02 03 04 05 06 07 08 09 10 11 12 13 14

Vertical Sinusoidal Cell

Average reprojection time (after algorithm
improvements!) as a function of longitude

1

0.9 Task 1
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0.8
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0.7
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0.6
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5 different reprojection tasks run
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The same reduction

task run on

different numbers of VMs




Observed VM starts for 76-100 VMs

Reliability

t (optimistic)
-
~
o

-
wn
—

» Even with 99.999% reliability, bad things

happen | e
o 1-2 % of MODISAzure tasks fail but succeed on o I WA
retry
All 62 compute nodes — Delay from nvocation (i)
lost tasks and then came r.. % Worst case 250 VM start
back in a group. This is f' i
an Update domain ": a 25”% ¥ x ¥ g
{* o AL E
30 f [ % X%
) 7 f -~ ~ 6 nodes in one graup N AR
1o r { ¥ T xg
ﬁ 1 50 %
= ~30 mins =) I
From AzureBI ast ' Delayfri?nfirstinstancedeploy;:st(min) o

http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf



http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf
http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf
http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf
http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf
http://research.microsoft.com/en-us/people/barga/faculty_summit_2010.pdf

Maintainability

» Some “Early Adopter” artifacts
- Generic worker sandbox

- “dir” for blobs : need to have a parsable
list, not just browse and many tools

simply could not scale beyond O(50K)
blobs

- “downloader” for blobs : early SDK utility
retired by end of CTP.

> Slow upload (FEDEX disk is still “in plan”; IN2 connections helped
download tremendously

» Can we move catalog and other tracking to SQL Azure for better
scaling?
> Current tracking database is 140 GB
> Partitions naturally, but would mean $300/mo (external) charges.




Sensors: fluxdata.org

In wilderness | sense the miracle of life,
and behind it our scientific accomplishments fade to trivia.
Charles Lindbergh



FLUXNET: A Network of Networks
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http:/ /www.fluxdata.org

467 towers world wide Original data set assembled and processed
967 site-years of sensor data from 253 in 2007
towers (~800K data points)

~20 sensor measurements per tower: 20x larger than previous synthesis dataset

20 derived science variables Currently 85 paper teams with over 400
145 ancillary variables scientists



http://www.fluxdata.org/

Initial Challenge: Connecting People and Data

» Leverages

commercial Distributed
technologies Data Sets
- SQL Server 2008

database
> Sharepoint 2008
collaborative
portal
» Cloud service
with transparent

desktop mj
connection to s

common desktop 0z.7z,,
tools such as ,@. .
Excel and MatLab

% Environmental Data Server




Data Set Assembly

» LO (raw sensor output) take at 1-10 Hz stored at tower
Site

» L1 (sensor calibration applied) and L2 (initial science
variable derivation) performed by the tower team; L2 is
aggregated to 30 minute samples.

» L3 (quality assessment); L4 (gap fill) and L5 (additional
science variable derivation) performed by common
proces?(ing across the networks and/or by the regional
networ

» L4/L5 data flows from regional network to Europe for
comrrllon processing and then to fluxdata.org data access
porta

» Ancillary data (disturbances, tree rings, leaf chemistry,
Phenology) submitted to regional network or directly to
luxdata.org in common format and processed by
fluxdata.org team
> Analyses often require combining time series data with fixed,

or nearly fixed ancillary data; ancillary data used as fixed
property, time series, or event time window.

Office of
Science

: @
reecerrrr I

ROEM: Oz 7/, ,

ChinaFLUX



http://www.bgc-jena.mpg.de/
http://www.unitus.it/
http://bwc.berkeley.edu/
http://dwms.fao.org/temp/carboafrica/index_en.asp
http://www.fluxnet-canada.ca/
http://www.koflux.org/
http://www.carboeurope.org/
http://www.fluxnet.ornl.gov/fluxnet
http://www.asiaflux.net/index.html
http://www.chinaflux.org/en/index/index.asp
http://public.ornl.gov/ameriflux/
http://www.lbaeco.org/lbaeco/index.html
http://www.bgc.mpg.de/public/carboeur/web_TCOS/
http://www.dar.csiro.au/lai/ozflux/
http://climpc7.nateko.lu.se/NECC/home.asp
http://www.sc.doe.gov/index.htm
http://bwc.lbl.gov/
http://www.cs.virginia.edu/~humphrey/

Database Schema Abstractions

-----------------
—

» Sensor data, ancillary data and
metadata - =
- Normalized table structure simplifies
adding variables and cube building
» Versioning and folder-like
collections
- Accommodate algorithm changes
> Track derivations throughout processing
Define and track analysis “working set”
» Namespace translations

- Data assembly traverses different
repositories each with own name space

- Some repositories encode metadata in -
variable name space

> Units conversions when aggregating
temporally or spatially

All access layers share
the same abstractions

L T L T L T R R



Current Challenge: Connecting Data,
People and Publications

» Data browsing, curation, and archive is only the

peginning

» Increase data sharing, data reuse and, most
important, science learning e R oo Lot

» Publish data with papers

- Capture contributor information, fair-use criteria, and
acknowledgments

o Capture analysis artifacts and connect them to both
data source and paper learnings

- Capture then current data corrections, gap-fills, quality
assessment inferences for subsequent forensics




Data Centric Publication Aware
Collaboration Portal

» Enables a “FLUXNET collaboration” author

> Ability to track the then current tower data
contributors, data processors and science
committee for each paper

> Tower owners can discover and track papers

that use their data

- Enumerated citations and

acknowledgements

» 3 level data sharing policy
> Opt in for tower owners

» More pictures !
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Summary and
Prepublication Results

Baby, it's the beginning of a great adventure.
Lou Reed
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» Provenance and trust widely varies

- Data acquisition, early processing, and reporting ranges from a
large government agency to individual scientists.

- Smaller data often passed around in email; big data downloads
can take days (if at all)
- Opaque safe-deposit boxes and storage lockers prevail today

» Data sharing concerns and patterns vary
- Open access followed by (non-repeatable and tedious) pre-
processing
> True science ready data set but concerns about misuse,
misunderstanding particularly for hard won data.
» Computational tools differ.
> Not everyone can get an account at a supercomputer center
> Very large computations require engineering (error handling)
> Space and time aren’t always simple dimensions

Science happens when PBs, TBs, GBs, and KBs can be mashed up simply



http://nsidc.org/daac/index.html
https://lpdaac.usgs.gov/
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Azure Learnings
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» Putting all your eggs in the cloud basket means
watching that basket

o Cloud scale resources often mean you still manage
small numbers of resources: 100 instances over 24
hours = $288 even if idle

> Where is the long term archive for any results ? - 3
» Azure is a rapidly moving target and unlike the oW
Grid
- Commercial cloud backed by large commercial
development team

> Current target applications are mid-range or smaller -
MODISAzure is currently at the fringe

» Scaling up requires additional work as
understanding even a 0.01% failure rate is
time consuming
- Bake in the faults for scaling and resilience

- Bake in the catalog for end:end reconciliation of
sources and results

500 4

400 - 8

Evaporation (mm day-1) Mon: 7 Year: 2004




eScience Learnings

» Lowering the barriers to use remote sensing
data can enable science

- NASA makes the data accessible, not science
ready

- At AGU 2009, we learned that a cloud service that

just made on-demand jpg mosaics would help
tremendously
» Science and algorithm debugging benefit
from the same infrastructure as both need to
scale up and down

> Debugging an algorithm on the desktop isn’t
enough - you have to debug in the cloud too

- Whenever runninﬂ at scale in the cloud, you must
reduce down to the desktop to understand the
results

» Scaling up means expanding the science

- California, New England, and Florida are different

- Boreal forests, savannahs, fertilization practices
differ across the globe

Evaporation (mm yr-1) Year: 2003

I I I 1
100 200 300 400 500 600 700 800 900 1000

Evaporation (mm day-1) Year: 2003Mon: 7

180" WA50° W120" W 80 W 60° W 30°W 0 30 E 60 E 90 E 120 E150° E180° E




4th Paradigm Learnings

» Developing concrete plans for validation,
sensitivity analysis, and mining a large
computation prior to having results in hand is
trlcky

Precedents break down when scaling 100x or more

> Sub-discipline familiarity a good start - our initial
plans centered on FLUXNET tower data

> Large sanity check aggregates a good start - our
carbon fixation is in range of the literature
estimates

- Watershed aggre%ate comparison in the US crossed
disciplines, length, and time scales as well as
mtroducmg yet different grunge.

» “Everybody knows” local knowledge plays a
b|g role
Citizen science opportunity is anecdotal rather th
quantified voting

> Machine learning seems
categorical geospatial su
science cross checking
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Current computation
underestimates solar
radiation in the
tropics.

Some of the
comparison sites had
to be discarded due
to systematic drift of
sensors used.

And that data set has
been used by others
and passed the
FLUXNET QA/QX.



4th Paradigm Challenges Forward

O :

» Since the dominant cost is people, how can we f .»k»-w
generalize the compute infrastructure to a wider g Y
class of computations?

- Would Dryad/HPC/LINQ be faster, easier, more
maintainable ?

» How should we proceed to understanding our
global computation and related other
computations well enough to improve such a
computation over the next few years ?

> Are there agﬁregate approaches such as computing
statistics rather than values then statistics to reduce the
overall computation requirements?

o What should we do about the science factors we omitted
such as elevation changes ?

- What is the role for machine learning ? How can we
engage?

.

m:ﬁ:"‘m #

"THE FOOL




Acknowledgements

Microsoft Research

Dan Reed

Tony Hey

Dennis Gannon
David Heckerman
Nelson Araujo
Dan Fay

Jared Jackson
Wei Liu

Jaliya Ekanayake
Simon Mercer
Yogesh Simmhan
Michael Zyskowski

Berkeley Water Center, University of
California, Berkeley, Lawrence Berkeley
Laboratory
. Deb Agarwal
Dennis Baldocchi
Jim Hunt
Monte Goode
Susan Hubbard
Keith Jackson
Rebecca Leonardson
. Carolyn Remick

University of Virginia
Marty Humphrey
. Norm Beekwilder
« Jieli

Indiana University

. You-Wei Cheah
Fluxnet Collaboration
Dennis Baldocchi
Youngryel Ryu

Markus Reichstein
(CarboEurope)

Bob Cook
Dorothea Frank
Susan Holladay

Hank Margolis (Fluxnet-
Canada)

. Rodrigo Vargas
Ameriflux Collaboration

. Beverly Law
Tom Boden
Mattias Falk
Tara Hudiburg (student)
Hongyan Luo (postdoc)
Gretchen Miller (student)
Lucie Ploude (student)
Andrew Richardson

Christophe Thomas

Dario Papale (CarboEurope)

Alan Barr (Fluxnet-Canada)

Andrea Scheutz (student)

http:/ /Www.fluxdataorq

Youngryel was lonely with 1T PC

[

From Youngryel Ryu, 2010


http://www.fluxdata.org/

